Abstract

We discuss the potentialities of structural matching as a compromise between fully-conceptual deep processing approaches and shallow bag-of-words approaches to answer seeking. We extended Collins's Tree Kernel [1] to formulate a new algorithm for soft structural matching, and we also developed and tested a method for combing structural matching with paraphrasing. Unfortunately, we found no positive empirical evidence that either structural matching or paraphrasing contribute to question answering. We believe, however, that their usefulness should not be ruled out yet. We still need more deliberate experiments and analysis.
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1 Introduction

Question answering is a specific task of language understanding, which may act as a good benchmark to approach deep processing toward language understanding. A tempting but probably hasty approach would be to attempt fully conceptual matching directly between questions and documents. Such a system would derive conceptually represented information from question and target documents and analyze them to infer the answer. Such an approach would, however, entail obvious problems: above all, (a) the overhead of the development and maintenance of the conceptual representation for open-domain natural language documents, and (b) the lack of robustness of state-of-the-art language understanding technologies.

Given this context, we need to find a compromise between fully conceptual and shallow bag-of-words matching. A feasible option is structural matching at the level of syntactic structures (dependency structures). In this paper, we discuss the potentialities of structural matching for question answering focusing the following issues:

- For question answering, strict structural matching is not adequate because a given question is almost never structurally identical with a passage that includes an answer candidate (simply passage, hereafter). We thus need to seek a method of soft matching — more specifically, a method to evaluate the degree of structural similarity that suits the purpose of answer seeking. At the same time, we also need to consider computational overheads because we may need to carry out structural matching hundreds of times to search a single passage for an answer.

- Language contains redundancies. The same piece of information can often be linguistically realized by more than one language expression. For example, the information that John F. Kennedy’s father is Joseph can also be expressed by, for example, ‘John F. Kennedy, . . ., his father, Joseph P. Kennedy’, ‘John F. Kennedy (1917-1963) — son of Joseph Patrick Kennedy’, or ‘Joseph named his second son John Fitzgerald Kennedy’. Structural matching may fail to detect the identity between the information conveyed by such paraphrases. The second issue is therefore how to identify diverse paraphrases for answering questions.

For the first issue, we propose to extend Collins’s Tree Kernel [1] to formulate a new algorithm for soft structural matching. The computational cost of the algorithm is $O(nm)$ for matching an $n$-word question and an $m$-word passage. We present the algorithm in Section 2.

For the second issue, we explore possibilities of incorporating of paraphrase generation into question
answering. In our experiments we used our lexicographic-structural paraphrasing engine KURA[11]. We briefly explain it in Section 3.

While these two components are both expected to contribute to the approximation of conceptual matching, combining them is also problematic. Addressing this issue, we present an answer seeking algorithm in Section 4.

We finally report the results of an empirical evaluation in Section 5. The performance we have achieved so far is disappointingly poor. We discuss the reasons in Section 6.

2 Soft structural matching

As the basis of our soft structural matching algorithm, we adopted the Tree Kernel method proposed by Collins et al.[1] for the following reasons:

- It is designed to quantify the degree of similarity between a given pair of trees, which already partly fits our purpose.
- It detects partial matches of subtrees.
- It is computationally efficient.

To adapt Tree Kernel to question answering, however, further extensions are necessary. For further details, see our paper [10].

2.1 Tree Kernel

Collins et al. first defined the inner product between a pair of trees as the number of common subtrees included in both trees. The inner product of two trees thus indicates to which degree they structurally overlap, which can potentially be used as the score of structural matching. Tree Kernel is a computationally efficient method for calculating inner products.

In the Tree Kernel method, a tree $T$ is represented as an $n$-dimensional vector $h(T) = \{ h_1(T), h_2(T), \ldots, h_n(T) \}$, where the $i$'th element $h_i(T)$ counts the number of occurrences of the $i$'th subtree of $T$. The inner product between two trees is given by

$$K(T_1, T_2) = \langle h(T_1), h(T_2) \rangle = \sum_i h_i(T_1) h_i(T_2). \quad (1)$$

Note that naive computation of this formula (i.e., summing over the counts of an exponential number of subtrees) would be intractable. The solution proposed by Collins et al. is as follows.

(1) can be transformed to (2).

$$K(T_1, T_2) = \sum_{n_1 \in N_1} \sum_{n_2 \in N_2} C(n_1, n_2) \quad (2)$$

where $N_i$ is the set of nodes in tree $T_i$, and $C(n_1, n_2)$ is the number of common subtrees rooted at $n_1$ and $n_2$. The $C(n_1, n_2)$ can be calculated recursively as follows:

- If the production (CFG rule) expanding node $n_1$ is not the same as the production expanding $n_2$, then $C(n_1, n_2) = 0$.
- If the production expanding $n_1$ is the same as that of $n_2$, and $n_1$ and $n_2$ are both pre-terminals, then $C(n_1, n_2) = 1$.
- Otherwise,

$$C(n_1, n_2) = \prod_{i=1}^{n_2(n_1)} (1 + C(ch(n_1, i), ch(n_2, i))) \quad (3)$$

where $n_2(n_1)$ is the number of non-terminal children of $n_1$, and $ch(n_j, i)$ is the $i$'th child node of $n_j$.

The $K(T_1, T_2)$ can be calculated in $O(|N_1||N_2|)$ time. Note that this computational order is as small as that for the inner product of simple bag-of-words vectors.

Let us give an example, for the trees in (4). Alphabetical labels denote node types, while suffix numbers denote token identifiers. The above algorithm fills the table as in Table 1 in the left-to-right and bottom-to-top order. The final result $K(T_1, T_2)$ is given by summing up all the counts in the table.
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**Table 1. Node-wise similarity matrix $C(n_1, n_2)$ for the trees in (4)**

<table>
<thead>
<tr>
<th>$g_1$</th>
<th>$a_4$</th>
<th>$c_3$</th>
<th>$d_1$</th>
<th>$b_2$</th>
<th>$c_2$</th>
<th>$a_3$</th>
<th>$d_4$</th>
<th>$b_1$</th>
<th>$a_5$</th>
<th>$d_5$</th>
<th>$f_1$</th>
<th>$f_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_1$</td>
<td>$g_5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_2$</td>
<td></td>
<td>$f_4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.2 Adapting Tree Kernel to question answering

Now we extend the original Tree Kernel method to adapt it to structural matching for question answering.
Let us first see an example. Assume we are now trying to match question (5) \footnote{Here, (5) is assumed to be a sentence obtained by paraphrasing the original question sentence. \( \langle \text{PLACE} \rangle \) denotes a question variable representing the question word \textit{どこ} (where).} with passage (6). 

(5) 聖火リレーは最初に \( \langle \text{PLACE} \rangle \) のオリンピックで行われた。 
(The Olympic Torch Relay was first introduced in the Olympic Games in \( \langle \text{PLACE} \rangle \))

(6) …長野オリンピックの事務局によると聖火リレーはベルリンオリンピックではじめて行われた。…

(7) …(According to the Nagano Olympic secretariat, the first Olympic Torch Relay was conducted for the first time at the Berlin Olympic Games.) …

(9) has at least two answer candidates: “長野 (Nagano)” and “ベルリン (Berlin)”. While a bag-of-words model may not be able to select \textit{Berlin} as the correct answer, we aim to develop a model that chooses \textit{Berlin} with certainty even in such an ambiguous case.

First, we modify formula (3) to (7):

\[
C(n_1, n_2) = \sin(n_1, n_2) \prod_{k \in c(h(n_1))} \prod_{l \in c(h(n_2))} (1 + C(k, l)) \tag{7}
\]

where \( c(h(n)) \) denotes the set of the children of node \( n \), and \( \sin(n_1, n_2) \) denotes a function that gives the degree of similarity between nodes \( n_1 \) and \( n_2 \) ranging between [0,1]. This extension enhances the flexibility of structural matching in the following sense:

- While the original Tree Kernel applies only to ordered trees, formula (7) allows us to treat unordered trees, in which the order of siblings is not cared. This enables us to use the dependency tree representation to represent questions and passages as in Figure 1, which is advantageous in structural matching particularly for free-word-order languages such as Japanese.

- The factor \( \sin(n_1, n_2) \) enables the incorporation of semantic similarity measurements between nonidentical words. In Figure 1, for example, it is reasonable to count the match between “最初に (first)” and “はじめて (for the first time)”.

Second, in question answering, a passage that covers larger subparts of a given question is preferable. At the same time, on the other hand, even if an identical common subtree occurs repeatedly in a passage, we want to avoid counting them redundantly. For example, in the above example, the word “オリンピック (Olympic)“ may appear again and again in the passage as in Figure 1. If we added such repeated occurrences to the score, the system would choose longer passages, which is not beneficial. The original function (2), however, counts such occurrences redundantly. We solve this problem by replacing (2) with:

\[
K(T_1, T_2) = \sum_{n_1 \in N_1} \max_{n_2 \in N_2} C(n_1, n_2). \tag{8}
\]

where \( T_1 \) is assumed to be a question and \( T_2 \) a passage. The (8) means that we select the best match with the highest score for each node of a question and only sum up the scores of those matches.

Third, the goal of structural matching is to find the element that corresponds best to the question word, such as \textit{who} or \textit{when}, of a given question. The similarity function (7) is, however, not very helpful for finding the correct match for a question word, because a question word usually appears in a leaf position, whereas an inter-node similarity score given by (7) only reflects the similarity between the subtrees rooted at a given pair of nodes. For example, again in Figure 1, (7) has no context information for judging whether the question word node \( \langle \text{PLACE} \rangle \) matches better with “長野 (Nagano)” or “ベルリン (Berlin)" because \( \langle \text{PLACE} \rangle \) is a leaf. To solve the problem, we use (9), instead of (3), to seek the best correspondence for a question word. The (3) counts the number of the common subtrees rooted at the given nodes, whereas (9) counts the number of all of the common subtrees \textit{including} them.

\[
C(n_1, n_2) = C_{bo}(n_1, n_2) \times C_{id}(n_1, n_2) \tag{9}
\]

\[
C_{bo}(n_1, n_2) = \sin(n_1, n_2) \prod_{k \in c(h(n_1))} \prod_{l \in c(h(n_2))} (1 + C(k, l))
\]

\[
C_{id}(n_1, n_2) = \left( C_{id}(p(n_1), p(n_2)) \times \frac{\mathcal{V}_n(p(n_1), p(n_2))}{\mathcal{V}_n(n_1, n_2)} \right) + 1
\]

3 Paraphrasing for question answering

For the paraphrasing process, we use our lexicostuctural paraphrasing engine KURA\footnote{KURA is a lexico-structural paraphrasing engine developed at the University of Tokyo.}. For a given source sentence, KURA generates possible paraphrases by using a rule-based syntactic transfer.

When we started to develop our question answering system, several types of paraphrasing rules for general purposes had already been implemented on KURA. We added 161 paraphrasing rules to this rule set specialized for question answering. The current rule set is summarized in Table 2. The rule classes marked by * are the newly added ones. The second column shows the number of rules of each class, and the third column shows how many times the rules were applied in the 200 question Formal Run (2000 pairs of questions and candidate passages in total).

- Relative clause

日本の代表的な国語辞典として知られる広辞
図1. (5)と(6)の依存構文木

Table 2. Paraphrasing rules

<table>
<thead>
<tr>
<th>Rule class</th>
<th>Number</th>
<th>Applied</th>
</tr>
</thead>
<tbody>
<tr>
<td>relative clause</td>
<td>8</td>
<td>3265</td>
</tr>
<tr>
<td>adverbial clause</td>
<td>18</td>
<td>754</td>
</tr>
<tr>
<td>sahen-verb to wago-verb</td>
<td>6642</td>
<td>4503</td>
</tr>
<tr>
<td>verb alternation</td>
<td>34</td>
<td>439</td>
</tr>
<tr>
<td>ideomatic phrase</td>
<td>3942</td>
<td>0</td>
</tr>
<tr>
<td>functional compound</td>
<td>261</td>
<td>471</td>
</tr>
<tr>
<td>noun to synonym</td>
<td>3633</td>
<td>4725</td>
</tr>
<tr>
<td>cleft sentence</td>
<td>25</td>
<td>475</td>
</tr>
<tr>
<td>* negative clause</td>
<td>62</td>
<td>3416</td>
</tr>
<tr>
<td>* noun to gloss</td>
<td>45565</td>
<td>345</td>
</tr>
<tr>
<td>* appositive</td>
<td>25</td>
<td>3133</td>
</tr>
<tr>
<td>* coordination</td>
<td>18</td>
<td>46</td>
</tr>
<tr>
<td>* copula</td>
<td>10</td>
<td>1162</td>
</tr>
<tr>
<td>* compound noun</td>
<td>13</td>
<td>115</td>
</tr>
<tr>
<td>* newspaper-specific</td>
<td>29</td>
<td>1351</td>
</tr>
</tbody>
</table>

4 Answer seeking by structural matching and paraphrasing

We use structural matching as an approximation of conceptual matching. Namely, the structural matching score of a given question-passage pair is considered as a rough approximation of the likelihood that the node corresponding to the question variable is the correct answer. Obviously, this approximation is imprecise in
many cases because structural matching does not take paraphrases into account.

This section presents one straightforward method we have tested so far to combine structural matching with paraphrasing. In this method, paraphrasing is responsible for making structural matching more closely approximate to conceptual matching. Given question \( q \) and a set of passages \( \mathcal{P} \) that may include the answer for \( q \) (see Section 5 for passage generation), we call the procedure \( \text{SeekAnswerCandidates} \) (see Figure 2) to obtain the n-best answer candidates. For each passage \( p \in \mathcal{P} \), this procedure generates a paraphrase space between \( q \) and \( p \) to seek better structural matches as illustrated in Figure 3. Here a paraphrase space is the search space consisting of paraphrases generated from either a question or a passage. Since it can be intractably large, we restrict the paraphrase generation in a greedy search-like manner as described in Figure 2 (\( \text{SearchParaphraseSpace} \)).

\[
\text{SeekAnswerCandidates}(q, \mathcal{P}) \{ \\
\quad \mathcal{A} \leftarrow \{ \} \\
\quad \text{for each } p \in \mathcal{P} \text{ do} \\
\quad \quad \mathcal{A} \leftarrow \mathcal{A} \cup \text{SearchParaphraseSpace}(q, p) \\
\quad \text{return ChooseNBest}(\mathcal{A}) \}
\]

\[
\text{SearchParaphraseSpace}(q, p) \{ \\
\quad Q, P, A \leftarrow \{ \} \\
\quad \text{while not TerminateCondition}(A) \text{ do} \{ \\
\quad \quad Q \leftarrow Q \cup \text{Paraphrase}(q) \\
\quad \quad P \leftarrow P \cup \text{Paraphrase}(p) \\
\quad \quad (q, p, a) \leftarrow \text{ClosestPair}(Q, P) \\
\quad \quad A \leftarrow A \cup (q, p, a) \} \\
\quad \text{return } A \}
\]

\[
\text{ChooseNBest}(A) : \text{a function that returns the n-best answer candidate string according to the structural matching score} \\
\text{TerminateCondition}(A) : \text{a boolean function that checks if the improvement of the best structural matching score in } A \text{ is saturated} \\
\text{Paraphrase}(p) : \text{a function that returns a set of } p \text{'s paraphrases generated by an application of a single paraphrasing rule} \\
\text{ClosestPair}(Q, P) : \text{a function that returns the best structural matching pair and the corresponding answer candidate string.}
\]

\[\text{Figure 2. The answer-seeking algorithm}\]

5 Evaluation

5.1 System overview

In the present system, the overall question-answering process has three steps:

1. Document retrieval: The system first submits a set of the keywords contained in a given question to the IR tool [12] to retrieve the 20-best documents.

2. Passage generation: The system then summarizes the 20 retrieved documents by simple sentence extraction, and produces a set of passages. In this process, the system first use an named entity tagging tool named NExT [7] to annotate the retrieved documents with NE tags. Then, it ranks all the sentences included in the document set according to factors including the question type, question keywords, NE tags, etc. For each of the 10-best ranked sentences (key sentences) the system then generates a passage by conjoining the key sentence, its two adjacently preceding sentences, and the document title.

3. Answer seeking: Finally, the system searches the given the 10-best passages for answer candidates (see Section 4). For sentence parsing, we use the KNP parser[5]. We adopted dependency trees with their nodes the Bunsetsu-phrasal units to represent parsed questions and passages. The parameters for structural matching and for the paraphrasing rules were tuned manually by using the Dry Run data.

5.2 Results

In the Formal Run session held on April 22–26, 2002 our system was not able to produce a correct answer to any question. The precision and recall were thus both 0.0%. The primary reason was that the system simply did not work as intended due to implementation problems. In addition, the matching algorithm process was less flexible than described in Section 2; therefore, the system could in many case not even find one single answer candidate.

After submitting the Formal Run results, we fixed several implementation problems and also completed the implementation of the structural matching algorithm. We left the Formal Run data unseen throughout this refinement process. The final results are summarized in Table 3. In the rest of this paper, we discuss why the results attained after the refinement still remained equally poor. Hereafter, we refer to the run after the refinement simply as the experiment.
Figure 3. System overview

Table 3. Results for the Formal Run data

<table>
<thead>
<tr>
<th></th>
<th>Formal Run (April 26)</th>
<th>Final (August 15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct</td>
<td>0</td>
<td>38</td>
</tr>
<tr>
<td>Recall</td>
<td>0.0</td>
<td>0.132</td>
</tr>
<tr>
<td>Precision</td>
<td>0.0</td>
<td>0.047</td>
</tr>
<tr>
<td>F-measure</td>
<td>0.0</td>
<td>0.070</td>
</tr>
<tr>
<td>MMR</td>
<td>0.0</td>
<td>0.116</td>
</tr>
</tbody>
</table>

6 Discussion

The results shown in Table 3 were extremely disappointing. This does not rule out, however, that structural matching or paraphrasing can contribute to question answering. We need to carefully investigate why the contribution was negligibly small. Our error analysis has so far revealed that the current system has problems both inside and outside the process of structure-based answer seeking.

6.1 Problems surrounding answer seeking

A major problem outside the structure-based answer seeking component is that the fundamental components for passage extraction, such as NE tagging and coreference generation, are too naive and fragile to bring out the potentialities of structural matching and paraphrasing. It was the case partly because we concentrated too much on developing the answer seeking procedure, including structural matching and paraphrasing, while leaving the other components almost untuned. Tuning is only a part of the problem, however.

Passage generation

One essential problem lies in passage generation. We only achieved a 55% precision for the 10 generation of best passages for the 200 Formal Run questions. Namely, there were only 110 questions where the 10-best passages returned by the passage generation module actually included at least one correct answer string. Furthermore, even in such a correct passage, the evidential information that is needed for answering was
sometimes dropped. This was the case in 30 questions out of the above 110 questions. The precision of passage generation in the strict sense was merely 40%. Given that the precision of 10-best-document retrieval was 85% (89% for 20-best), the deterioration caused by the passage generation was serious.

This problem is closely related to the computational costs of structure-based answer seeking. As mentioned earlier, the reason we summarize documents before answer seeking is that structure-based answer seeking could be prohibitively costly if entire documents need to be searched.

Of course, the passage generation algorithm itself can be improved greatly because the current one is so naive. For example, exploring the possibilities of controlling sentence extraction interactively with answer seeking should be promising. We also need to reduce the computational costs of structure-based answer seeking (see Section 6.2).

NE tagging

Fortunately, since the NE tagging tool NExT was available for use, we did not have to spend time developing one ourselves. We have so far used NExT without any significant tuning or extension. However, since our structural matching algorithm relies heavily, possibly too heavily, on NE tags to find the bindings of question variables, the overall performance strongly depends on the NE class taxonomy and classification (tagging) performance.

In the experiment, out of the 2000 passages returned by the passage generation module for the 200 questions, 201 passages actually included an answer. Out of the 201 passages, the answer seeking procedure only found a correct answer for 44 passages. For the remaining 157 passages, 94 cases were related to NE-tagging errors.

6.2 Problems in answer seeking

Contribution of paraphrasing

For the above-mentioned 110 questions (999 candidate passages in total), where the 10-best passages included at least one occurrence of the answer string, the system only generated 128 paraphrases in total that gained a structural matching score (0.13 paraphrases per passage). This means that, in the experiment, the paraphrasing component contributed unexpectedly little to the answer seeking process. The main reasons are as follows:

- The paraphrasing rules were often not applied as a result of parsing errors. Our syntactic transfer-based algorithm for paraphrasing may be too sensitive to parsing performance.
- If the keywords associated with a question are scattered over different sentences in a given passage, the currently implemented paraphrasing rules are almost helpless. This is because, so far, we have no rule that can aggregate such scattered keywords into a single sentence. If we could have applied a sophisticated coreference resolution (including ellipsis) beforehand, the results might have changed. How heavily we can rely on a coreference resolution to solve the problem remains unclear, however.

Contribution of structural matching

Given the current low performance, quantitatively evaluating the contribution of structural matching is not easy. Out of the above 44 passages where the answer seeking procedure was successful, the system could have found an answer for 41 passages, even if no structural information had been taken into account. Therefore, the contribution of structural matching was also very limited. The reason seems to be the same as the problem of paraphrasing, structural matching tends to function similarly to bag-of-words matching when keywords are scattered over different sentences.

Computational cost

Another obvious and serious drawback of our answer seeking method is the computational overhead of paraphrasing. As stated above, the system generated 128 paraphrases for the 110 questions that gained structural matching score. This number may seem negligibly small. To find the effective paraphrases, however, the system had to generate 12037 paraphrases in total. This means that almost 99% of the paraphrases were generated in vain just for probing search spaces. Clearly, we need a more sophisticated way of controlling paraphrase generation. Some goal-oriented mechanisms for paraphrasing-rule selection are worth considering.

6.3 Trainability

Parameter tuning

The behavior of the answer seeking process may significantly depend on the parameter settings of the structural matching. All the parameters have so far been set heuristically. We are in the process of developing a mechanism to tune them automatically by using question answering training data.

Acquisition of paraphrasing patterns

We may need a much larger number of paraphrasing rules to identify more diverse paraphrases. For this purpose, we also need to explore a way of acquiring
paraphrasing patterns by aligning questions and answer passages.

7 Related work

The idea of using paraphrasing for question answering has been proposed [8, 2]. While their paraphrasing was done in surface level with small rule sets, we conducted paraphrasing in syntactic level with the large set of rules.

The information of syntactic structures is used in several existing question answering systems. Harabagiu et al.,[3], for example, use dependency structures to derive logical forms which are used to justify answers. During the transformation into a logical form, syntactic information is somehow abstracted. In contrast, we directly use structural information without abstracting. Ittycheriah et al.[4] use fragmental information of syntactic structures as a feature of their machine learning approach, while we see entire structures. Murata et al.[9] also used the dependency structure in Japanese to calculate the similarity between a question sentence and sentences which are expected to include the answer. They concerned binomial relationship between the nodes in a dependency tree in there calculation.

In comparison with those studies, our approach may be too rigid and less robust. Given the results, we need to seek more robust ways of both structural matching and paraphrasing.

8 Conclusion

In this paper, we proposed a method for combining structural matching and paraphrasing to realize structure-based answer seeking. So far we have found no positive evidence that either structural matching or paraphrasing contribute to question answering. We believe, however, that it is still too early to rule out the usefulness of the method. We need more deliberate experiments and analysis.
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