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ABSTRACT
In this paper we introduce Statement Map, a project de-
signed to help users navigate the vast amounts of informa-
tion on the internet and come to informed opinions on top-
ics of interest. It does this by mining the Web for a variety
of viewpoints and presenting them to users together with
supporting evidence in a way that makes it clear how the
viewpoints are related. In this paper, we discuss the need
to address issues of information credibility on the internet,
outline the development of Statement Map generators for
Japanese and English, discuss the technical issues that are
being addressed, and report on the construction of the re-
sources necessary to meet the project’s goals.

Categories and Subject Descriptors
H.3.1 [INFORMATION STORAGE AND RETRIEVAL]:
Content Analysis and Indexing—Linguistic processing ; I.2.7
[ARTIFICIAL INTELLIGENCE]: Natural Language Pro-
cessing—Text analysis

General Terms
Algorithms, Languages

Keywords
Statement Map, Recognizing Semantic Relations

1. MOTIVATION

1.1 The Internet as a Source of Information
The importance of the internet as a source of information

cannot be disputed. A recent poll [26] by the Pew Research
Center found that among Americans the internet has over-
taken newspapers as a news outlet and rivaled television for
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those surveyed under the age of thirty. Another poll showed
that over 80% of Japanese internet users check news online
on a daily basis [43].

Recent research reports that people are turning to the
internet for information on important decisions like health
care, medical information, and large purchases [17]; yet these
users often lack the knowledge necessary to evaluate the
credibility of online information [23]. This is particularly
worrisome when one considers the dearth of bad informa-
tion present on the Web; reports of users losing money in
internet auction scams or personal information to phishers
are commonplace. In an age where publication is as simple
as uploading a file, and anyone with a computer can reach a
large audience, the old adage not to believe everything you
read is more relevant than ever.

1.2 The Anti-Vaccination Movement: A
Cautionary Tale

The anti-vaccination movement (hereafter ”the anti-vax
movement”) is a good example of the danger of disinforma-
tion. In 1998, a group of researchers in the UK lead by
Dr. Andrew Wakefield published a study implying a causal
connection between Measles, Mumps, and Rubella (MMR)
vaccinations and the development of autism in children [41].
Though further scrutiny of these initial results disproved the
autism-vaccination link - culminating in the withdrawal of
endorsements by 10 of the study’s 12 authors - the damage
had already been done.

The mainstream media picked up on the study, amplifying
fears about the safety of vaccinations in an already nervous
public. An anti-vaccination movement soon formed, pop-
ularized by celebrity activists. Online communities1 devel-
oped, insulating their members against the medical evidence
to the contrary. Vaccination rates plummeted despite the
best efforts of public health organizations [8].

The result of the spread of the anti-vax movements was
that in 2008, for the first time in over a decade, there was
a resurgence in the number of reported cases of measles in
both the United States [2] and Europe. The situation in the
UK was serious enough to be elevated to an endemic [7].
Measles, which in the 1990s was considered a cured disease,
was making a comeback.

1http://www.ageofautism.com



!For a tiny child, the MMR is a ridiculous thing to do. It has definitely caused autism. 

!People don’t realize that there is aluminum, ether, antifreeze, mercury, in the shots. 

!Mercury-based vaccine preservatives actually have caused autism in children. 
!”It’s biologically plausible that the MMR vaccine causes autism." said Dr. Wakefield.!

VACCINES CAUSE AUTISM 
!There is no valid scientific evidence that vaccines cause autism. 

!Exposure to thimerosal, a preservative that contains ethyl mercury, during 

childhood is not a primary cause of autism.  
!Dr. Andrew Wakefield, who started the whole "vaccines cause autism" garbage,  

  faked his data to make that claim. 

VACCINES DO NOT CAUSE AUTISM 

!Something happened after the vaccines. She just deteriorated and never came back. 

!He then had the MMR, and then when he was three he was diagnosed with autism. 

!Six months after the jab… a bubbly little girl now struggles to speak, walk, and  
  feed herself. 

MY CHILD WAS DIAGNOSED WITH  
AUTISM RIGHT AFTER THE VACCINE !Vaccinations are given around the same time children can be first diagnosed  

  with autism! So it makes a link, a false link in a parent’s mind. 

!She is engaging in is a mistaken way of thinking called post hoc ergo propter hoc:    
  because an event happens after something, it happened because of that thing. 

!The plural of anecdote is not data. 

ANECDOTES ARE NOT EVIDENCE 

[CONFLICT]![FOCUS]!

[EVIDENCE]! [EVIDENCE]!

Figure 1: An example Statement Map for the query ”Do vaccines cause autism?”

2. SUPPORTING CREDIBILITY
EVALUATION OF ONLINE INFORMA-
TION

The case of the anti-vax movement causing a resurgence
in measles is a sad one, but it could have been prevented.
Wakefield et al.’s study [41] was repeated numerous times
in an attempt to verify the connection between MMR vac-
cinations and autism, and the results were overwhelmingly
against such a causative connection2. But this information
did not get to the very people most concerned about the
safety of vaccinations. Part of the blame belongs with the
mainstream media which was more interested in entertain-
ing conspiracy theories than presenting the wealth of evi-
dence disproving a vaccination-autism link, but the underly-
ing problem that people did not know how to find trustwor-
thy evidence to the contrary is illustrative of the importance
of evaluating the credibility of information.

Clearly the problem of evaluating information credibility
is important, but how can we help users decide what infor-
mation to trust? One approach taken by several projects is
to educate users about how to identify good information
online. Services like http://www.snopes.com and http:

//www.factcheck.org debunk urban myths and provide fact
checking to commonly made political claims. The Quack-
ometer3 uses language models to identify pseudo-scientific
language in webpages. Sense About Science4 campaigns to
educate users about the importance of the scientific method
and peer review. Credibility Commons5 provides tools to
help users automatically evaluate the credibility of web-
pages. Finally, a number of professionals in fields ranging
from science and medicine to history and economics share
their expert opinions with the public through blogs.

The above projects are all invaluable, but users are often
not aware of them, and there may not always be a dedicated
resource for a given user’s topic of interest. More needs to be
done to connect users with the good information out there
on the Web. In order to come to an informed opinion, users
need to be presented with all of the viewpoints on a topic
and the justification or supporting evidence for each one.

Gaining a comprehensive understanding of all possible
viewpoints for a topic can be difficult given the large amount

2An updating list of studies can be found at http://en.
wikipedia.org/wiki/MMR_vaccine_controversy
3http://www.quackometer.net/
4http://www.senseaboutscience.org.uk
5http://credibilitycommons.org

of information present on the internet. The bias of search
engines to rank pages by popularity makes it more likely
that users may not be exposed to all sources of information.
Lankes recognizes this problem [17] saying:

”Consequently, more popular pages are selected
and are displayed higher in the search results. Be-
cause few people go beyond the first few pages of the
search output, however, ’even if a page is of high qual-
ity, the page may be completely ignored by Web users
simply because its current popularity is very low.’
This kind of a system sets up a sort of ’popularity
equals credibility’ heuristic that could be dangerous
or at least disadvantageous to students’ learning.”

One response to this problem of popularity bias is shown
in Reference Extract6. Building on research that showed ”li-
brary websites were seen as more credible than those of mu-
seums, governments, and commercial and commercial ser-
vices,”7 the project is creating a search engine where rank-
ing gives preference to sources trusted by librarians. This is
essentially a source-based approach to evaluating credibility.

3. STATEMENT MAP

3.1 Mapping Arguments
The Statement Map Project instead adopts a content-

based approach to assisting internet users with evaluating the
credibility of online information. Its goal is to present the
user with a comprehensive survey of opinions on a topic and
show how they relate to each other. We do this by organizing
them into groups of agreeing and conflicting opinions and
displaying the logical support for each group.

Consider the case of an anxious new parent who is wor-
ried about whether vaccines are really safe for his or her
child. The top ten results for a simple Google search on
”autism” currently8 contain links to the WikiPedia page on
autism, the webpages of several governmental health orga-
nizations, including the National Institute of Health, and
several charities for autism, but it also includes links to sev-
eral anti-vax webpages. Telling the difference between these
similar-looking but importantly different sources of informa-
tion can be difficult.

Figure 1 shows the results a similar query - ”Do vaccines
cause autism?”- would produce with Statement Map. The

6http://referencextract.org
7http://referencextract.org/?page_id=3&page=3
8As of 2009-02-20



group in the upper-left is labeled FOCUS, and it contains
statements that are closest to the user’s query. In this case
these are opinions that support a causal link between vac-
cines and autism. An example is the claim ”Mercury-based
vaccine preservatives actually have caused autism.”

The group in the upper-right is labeled CONFLICT, and it
contains statements that are in opposition to the statements
of focus. This includes the counter-claim ”There is no valid
scientific evidence that vaccines cause autism.”

The thick, red, bi-directional arrows connecting the FO-

CUS and CONFLICT groups help that opposition in opinion
stand out to the user. It is clear that these are strongly
opposing opinions. The groups labeled EVIDENCE at the
bottom of the figure contain supporting evidence for the
FOCUS statements and CONFLICT statements. They are
linked by thin, gray, mono-directional arrows.

When the concerned parent in our example looks at this
Statement Map, he or she will see that some opinions sup-
port the query ”Do vaccines cause autism?”while other opin-
ions do not, but it will also show what support there is for
each of these viewpoints.

Ultimately it will be up to him or her to weight the anec-
dotal evidence of the anti-vaxxers against the medical evi-
dence and logical arguments of the scientific community, but
by providing all of the information to the user in a way that
makes it easy to see the support or lack thereof for each view-
point, the Statement Map Project helps the user come to
an informed conclusion.

3.2 Statement Map Generation as NLP Tasks
To generate a Statement Map, we need to recognize the

following 3 kinds of semantic relations between statements
on the Web:

• AGREEMENT to cluster similar statements
• CONFLICT to capture differences of opinion
• EVIDENCE to support other statements

In our task, we define a relation AGREEMENT, which be-
comes true if and only if the relation ENTAILMENT is true
between the two statement in both directions at the same
time. Identifying logical relations such as AGREEMENT,
ENTAILMENT or CONFLICT between statements is the fo-
cus of Recognizing Textual Entailment (RTE), the task of
deciding whether the meaning of one text is entailed from
another text. A major task of the RTE Challenge is iden-
tifying ENTAILMENT or CONTRADICTION between Text
(t) and Hypothesis (h). Over the last several years, cor-
pora have been constructed for this task, annotated with
several thousand (t,h) pairs. In the corpora, each pair was
tagged with its related tasks (Information Extraction, Ques-
tion Answering, Information Retrieval and Summarization).
The RTE Challenge has successfully employed a variety of
techniques in order to recognize instances of textual entail-
ment, including methods based on: measuring the degree of
lexical overlap between bag of words [9, 40], the alignment
of graphs created from syntactic or semantic dependencies
[20, 18], statistical classifiers which leverage a wide range
of features [11], or reference rule generation [38]. These
approaches have been successful in recognizing entailment
pairs in the corpus, but more robust models of recognizing
logical relations are still desirable.

While RTE focuses on only two logical relations, ENTAIL-

MENT and CONTRADICTION, other relations such as EVI-

DENCE are exempted. There is another task of recognizing

Relation Type Relation Label

Logical

Relations

Agreement
Coflict
Entailment

Attitudinal
Relations

Agreeing Opinion
Conflicting Opinion
Agreeing Evaluative Polarity
Conflicting Evaluative Polarity

Table 1: A typology of semantic relations in State-
ment Map generation

relations between sentences, CST (Cross-Document Struc-
ture Theory) developed by Radev et. al [30]. CST is an ex-
panded rhetorical structure analysis based on RST [45], and
attempts to describe the relations that exist between two
or more sentences from different source documents that are
related to the same topic, as well as those that come from a
single source document. To support this research, the CST-
Bank corpus [29] was constructed. CSTBank is composed
of clusters in which topically related articles are collected.
There are 18 kinds of relations in this corpus, not limited
to just EQUIVALENCE or CONTRADICTION, but also in-
cluding JUDGEMENT, ELABORATION, and REFINEMENT.
Etoh et al. [6] constructed a Japanese Cross-document Re-
lation Corpus and redefined 14 kinds of semantic relations
to fit their corpus.

Zhang et. al [46] attempted to classify CST relations be-
tween sentence pairs extracted from topically related docu-
ments. However, they used a vector space model and tried
multi-class classification. The results were not satisfactory.
This observation may indicate that the recognition methods
for each relation should be developed separately. Miyabe et
al. [24] attempted to recognize relations that were defined
in a Japanese cross-document relation corpus [6]. But their
target relations included only EQUIVALENCE and TRANSI-

TION; the other relations have not been targeted. Recogniz-
ing EVIDENCE is indispensable for Statement Map. We
need to develop robust methods for its identification.

The goal of RTE is to recognize logical and factual rela-
tions between sentences in a pair, while CST targets objec-
tive expressions because newspaper articles related to the
same topic are utilized. Facts, which can be extracted from
newspaper articles, have been used in conventional NLP re-
search, such as Information Extraction or Factoid Question
Answering. However, there are a lot of opinions on the Web,
and it is important to fully survey the opinions related to
a user’s topic of interest to generate a Statement Map.
The task specifications of both RTE and CST do not cover
opinions and their relations as illustrated below.

(1) a. There is absolutely no connection between vaccines
and autism.

b. I do believe that there is a correlation between vac-
cinations and autism.

Subjective statements, such as opinions, have recently been
the focus of various NLP research, such as review analy-
sis, opinion extraction, opinion QA, and sentiment analy-
sis. In the corpus conducted by the MPQA Project (Multi-
Perspective Question Answering) [44], individual expressions
corresponding to explicit mentions of private states, speech
events, and expressive subjective elements are tagged.

The recognition of AGREEMENT, CONFLICT, and EVI-

DENCE may be sufficient to generate Statement Maps if
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S1, S2, synonymous!
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!
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Draw a Statement Map!

 Yobou-sesshu de jiheishou ni naru?!
(Do vaccines cause autism?)!

Query:   

S1, S3!S1, S2!

S134, S135!…!
…

(they say)!(conclusive)! (evidence)! (there is no)!(vaccine)! (autism)! (link)!

Figure 2: Overview of the Japanese Statement Map generation system

it were limited to factual statements, however, we also need
to determine the source of an opinion and their attitude
in order to recognize semantic relations when dealing with
opinions. We need to recognize not only logical relations,
such as ENTAILMENT and CONFLICT, but also several ex-
panded relations in order to handle opinions. Table 1 shows
the semantic relations to capture for Statement Map gen-
eration. To recognize attitudinal relations, we need to com-
bine RTE methodologies, attribution analysis for capturing
the source of an opinion, and sentiment analysis to recognize
the semantic relations.

4. TECHNICAL ISSUES

4.1 Necessary Technology
As we mentioned in the previous section, we want to iden-

tify several kinds of semantic relations between statements,
including AGREEMENT, CONFLICT and EVIDENCE, for
generating a statement map for a given query sentence.

At first, recognition of AGREEMENT requires framework
to recognize entailment and computing similarity between
two statements. The recognition of CONFLICT requires a
framework for recognizing contradictions as well as one for
identifying negative expressions. Furthermore, in order to
identify the person that is expressing a private opinion in a
statement, his/her attitude, and his/her evaluation to the
event in question, it is necessary to perform attribution (or
source), modality, and sentiment analysis, respectively.

Recognition of EVIDENCE requires partial rhetorical pars-
ing that identifies conclusion-evidence pairs in a given docu-
ment. Because the conclusion-evidence pairs found in a sin-
gle document are more credible than ones that are extracted
from multiple documents, we separate the EVIDENCE recog-
nition process from the recognition processes for AGREE-

MENT and CONFLICT.

4.2 Overview of Statement Map Generation
We are developing systems that generate Statement Map in

Japanese and English. Figure 2 shows an overview of our
system for generating Statement Map in Japanese. This

system receives a query sentence and generates a State-
ment Map related to it. The algorithm for Statement Map gen-
eration is as follows:

1. Retrieve documents related to a query from the Web
2. Split strings in the documents into sentences
3. Perform tokenization and POS tagging with ChaSen9

4. Conduct dependency parsing with CaboCha10

5. Carry out predicate-argument structure analysis and anaphora
resolution with Syncha11

6. Carry out the following two processes concurrently:

(A) Rhetorical Parsing for each document
(B) Recognizing semantic relations between each pair of

statements

7. Draw a Statement Map using with the obtained pairs
of statements and relations

In order to construct a system for process (A), we plan
to make a corpus annotated with EVIDENCE statements
and employ machine learning techniques to train EVIDENCE

detectors, as proposed in [15, 42, 13].
The above process (B) consists of the following sub-processes:

(a) Sentiment analysis
(b) Factuality analysis that is composed of source identifica-

tion, and modality and polarity analyses
(c) Applying rules in knowledge bases to statements
(d) Alignment and reasoning

In subsections 4.3, 4.4 and 4.5, we describe processes (a),
(b), and (c) respectively in more detail. In subsection 4.6,
we propose the construction of a corpus which can be used
as training data for process (d). In recent years, various ap-
proaches for recognizing textual entailment have been pro-
posed, including methods of aligning syntactic or semantic
dependency graphs [10, 19, 4] and frameworks for alignment
using supervised machine learning[3, 18]. These approaches
have encouraging results and should be directly applicable
to our alignment and reasoning task.

9http://chasen-legacy.sourceforge.jp/
10http://chasen.org/~taku/software/cabocha/
11http://sourceforge.jp/projects/syncha/



Resource # of synset # of words
WordNet 7,408 29,349
Wikipedia 113,401 307,851
(Types) 101,946 328,534

Table 2: Collected synsets of entities in Japanese.

We describe our system for generating Statement Map in
English in subsection 4.7, but it uses the same basic algo-
rithm as for Japanese.

4.3 Sentiment Analysis
In order to detect strings with implicit sentiment and ex-

pressive subjective elements in a given statement, we per-
form sentiment analysis.

Expressions of emotion, evaluation and reputation, each
of which has a sentiment orientation (i.e. positive or nega-
tive), have been collected in existing sentiment lexicons such

as SentiWordNet [5] for EnglishÂÿ and Kobayashi’s senti-
ment lexicon [16] as well as Higashiyama’s sentiment lexi-
con [12] for Japanese. We extracted and manually checked
5,500 predicates and 13,312 compound nouns from Web doc-
uments using the methods in [16] and [12], respectively.

Our sentiment lexicon includes “zenkai (complete recov-
ery)” and “seiseki ga agaru (raise one’s grade)” that repre-
sent positive sentiment, and “byoki (disease)” and “kosho-
suru (breakdown)” that represent negative sentiment. Our
sentiment analyzer detects strings with implicit sentiment
and expressive subjective elements using this lexicon, and
marks them with their sentiment orientations.

4.4 Factuality Analysis
For each event mention, we want to identify the modal

status of the event entity referred to in the event mention.
Namely, we want to know whether the event actually took
place, will take place, or is just hypothetical.

We have created a new markup scheme for annotating
event mentions with factuality information [14, 33]. We an-
notate each event mention in a given text with a triplet
<Source, Modality, Polarity>.

The Source slot represents the person or entity that is
expressing the private state in a given text. This attribute
conforms to the framework of nested sources proposed by
Wiebe et al. [44].

The Modality slot specifies the author’s mental or com-
municative attitude toward the event in question. We have
divided Japanese modalities into 24 classes based on the fol-
lowing five aspects:

1. whether the statement is a fact, an opinion, a question,
or just hypothetical,

2. whether the event has a conditional statement,

3. when the event happened or will happen,

4. whether the source is the agent of the event, and

5. the degree of certainty.

The classes of modality that we defined include:

Affirmation, Inference, Counterfactual, Conditional
Affirmative, Deserving, Schedule, Intention, Wish, Re-
quest, Hypothesis, etc.

The Polarity slot denotes the polarity status of the event
in question. This slot can take one of the values “Positive”,
“Negative”, or “Unknown” depending on the context.

Resource # of pairs
Web documents 627,791
WordNet 876,861
Category-subcategory in the Wikipedia 642,695
Articles in the Wikipedia 1,492,233
(Types) 3,534,357

Table 3: Total Japanese entity hyponyms collected

With the above markup scheme, a factuality analyzer would
produce the triplet <(writer, John), Intend, Positive> for
the underlined event mention in“John wa gakko ni iku tsumori
da (John will go to school)”.

We have created a corpus from blog posts and other Web
documents. It has 9,111 event mentions manually annotated
with <Modality, Polarity> pairs. We plan to annotate these
event mentions with Source information as well, and are
using this corpus to train a factuality analyzer [14].

4.5 Two Knowledge Bases for Recognizing
Logical Relations between Statements

Recognizing logical relations between statements requires
a lange amount of knowledge about relations between words
of various categores: such as nouns, verbs, adjectives, ad-
verbs and so on. In this subsection, we describe two knowl-
edge bases that can provide inference rules: a knowledge
base of relations between entities, and another knowledge
base of relations between events.

4.5.1 A Knowledge Base of Relations between Enti-
ties

Our knowledge base for entities in Japanese consists of the
following two components:

a. 101,946 synsets composed of 328,534 nouns (including
compound nouns), and

b. 3,534,357 hyponym relations

We collected synsets of Japanese entities from the follow-
ing two resources:

1. Synsets from the Japanese WordNet [1]
2. Redirect pages in Wikipedia12

We extracted the synsets from the Japanese WordNet
that contain more than one word. A redirect page in the
Wikipedia includes the page title and its alias expressions,
which, together, make up a synset of entities. So, we col-
lected synsets from Wikipedia as well. Table 2 shows the
number of synsets collected in our knowledge base.

We collected Japanese hyponyms using the following four
methods:

1. Applying syntactic patterns with and without parenthe-
ses to Web documents [35]

2. Collecting hyponymy relations from the Japanese Word-
Net

3. Extracting <category, subcategory> pairs from Wikipedia
4. Extracting candidates from Japanese articles in Wikipedia

using an SVM model [36, 37].

Table 3 shows the number of collected hyponymys in our
knowledge base.

12http://ja.wikipedia.org/. We used the Wikipedia
archive from 2008/06/07.



4.5.2 A Knowledge Base of Relations between Events
Our knowledge base for events [21], which are represented

as predicate-argument structures (PASs) in Japanese, con-
sists of the following two components:

a. a thesaurus that includes 9,582 PASs, and
b. 52,722 binary relations between PASs

The set of binary relations has nine types of logical relations:
near synonym, antonym, hypernym, inseparable event, pre-
supposition, effect, goal, co-occurrence, and means, where
the latter seven relations suggest some kind of entailment.

4.6 Constrcting a Japanese Corpus for
System Evaluation

There are not currently any corpora that focus on seman-
tic relations between both facts and opinions, and there are
many challenges in constructing such a corpus. In this sec-
tion, we describe the specification of the corpus we are con-
structing and our method of collecting samples from Web.

4.6.1 Characteristics of the Corpus
We focus on only attitudinal and logical relations to con-

struct the corpus because we believe that examples of EVI-

DENCE should be collected by another paradigm using dis-
course structures. The structure of an entry in the corpus is
represented by the 4-tuple <statement 1, statement 2, en-
tailment flag, semantic relation>. The statements in an en-
try should be collected from different Web documents be-
cause the all statements focused on in our task come from
real sentences on the Web. Sentences on the Web generally
consists of more than one statement or has complex struc-
ture. It is difficult to recognize only one semantic relation
between a pair of sentences. We attempt to obtain reason-
able constituent text segments as statements, and each pair
of statements is labeled with one of the semantic relations
shown in Table 1 or with “no relation.” When a sentence in-
cludes several semantic segments, more than one statement
can be extracted. So a statement can reflect writer’s affir-
mation in the original sentence. If extracted statement lacks
some semantic information, such as pronoun or arguments,
human annotators manually add this information. If EN-

TAILMENT can be recognized between an obtained state-
ment and the original sentence, we tag the pair as in the
following example:

(2) a. There is no link between the MMR vaccine and autism,
according to the largest ever published study about
this controversial issue.

b. There is no link between the MMR vaccine and autism.

This annotation allows our corpus to be used in RTE-like
tasks as well.

4.6.2 Corpus Construction Procedure
As a first step, the following procedure is carried out to

collect Web documents related to the same topic:

1. Retrieve documents relevant to a specific user query with
the search engine TSUBAKI [34]

2. Detect major sub-topic words based on term or document
frequency in the document set

3. Extract real sentences including sub-topic words, and
eliminate advertisements and extremely similar sentences,
using heurisitics to treat them as spam

For example, “regulation”, “research” or “possibility” were
selected as sub-topics for the query “clone technology”.

To prepare a pair of two statements, we consider several
options. One option is that we obtain statements from all
sentences at first, and then exhaustively pair up extracted
statements. However, preparing statements from sentences
is too labor-intensive for human annotators, and an arbi-
trary pair of statements generally does not have the seman-
tic relations we want. We have to select the way to pre-
pare statement pairs that minimizes annotator costs while
still obtaining the semantically relevant statements. To do
this we pair up sentences which share semantically relevant
statements first, and then we extract statements from each
sentence in the pair. The relevant statements in a pair of
sentences can take the form of identical words, paraphrases,
or other similar expressions. We calculate lexical similarity
between two sentences to determine whether they can be
treated as a pair or not. The calculation method is based
on Bag of Words technique, and is closed to BoLI [32]. Our
preliminary experiments show that unigrams of KANJI and
KATAKANA expressions, single nouns, compound nouns,
verbs and adjectives worked well as features.

4.7 Statement Map Generation in English
While the majority of the technical discussion in this pa-

per has focused on issues encountered and resources for han-
dling Japanese, the techniques discussed are also applicable
to English. As we showed in Section 3, the information that
we show to the user and the semantic relations that need to
be identified are not language-dependent.

The algorithm used to generate Statement Maps is also
applicable to English as long as suitable tagger and parsers
are used. We are currently carrying out experiments using
MXPOST [31] for POS tagging, the MST Parser [22] for de-
pendency parsing, ASSERT [28] for Semantic Role Labeling,
and WordNet for recognizing logical relations.

In addition, there are already rich, lexical resources that
correspond to many of the resources being constructed for
Japanese. WordNet and OpenCyc are broad-coverage, freely-
available ontologies that can be used to annotate English de-
pendency graphs with semantic relations. VerbNet, FrameNet
and other resources can be used to provide predicate argu-
ment structures, much like SynCha does for Japanese.

In order to expand the project to handle English, however,
we need appropriate training data to help us build tools
capable of detecting statements of focus in web data and the
logical relations of interest to users. We do so by exploiting
a previously-untapped data source: scientific blogs.

4.7.1 Scientific Blogs as a Corpus
Let us return to the example of the anti-vax movement

to show the potential of scientific blogs as a corpus. In
October of 2008, Us Magazine published an interview with
celebrity and anti-vax activist Jenny McCarthy claiming she
had cured her autistic son by changing his diet [39]. The
interview, which offered no evidence to support this claim,
angered Phil Plait, a professional astronomer and blogger
for the scientific news source Discover Magazine.

The author of Bad Astronomy, whose other pursuits in-
clude debunking the claims of moon landing skeptics and
presiding over the James Randi Educational Foundation13,
is not a medical doctor, but as a scientist he has a healthy
respect for the scientific process: the verification of testable
hypotheses through reporducable experiments. So he wrote

13http://www.randi.org



an entry at his blog, Bad Astronomy [27], critical of the
Us Magazine piece.

Bad Astronomy’s author pointed out that medical doctors
have not verified the claimed recovery of Jenny McCarthy’s
son, and explained the logical fallacy of post hoc ergo propter
hoc14 present in both her claims of a vaccination-autism link
and her son’s cure through a change in diet. He reminded
his readers that failure to get their children vaccinated helps
spread infectious diseases like measles, and ended with a plea
not to believe the anti-vaxxers’ groundless claims.

Soon, other members of the scientific blogging community
had noticed the Bad Astronomy post, and weighted in with
their own opinions. One blogger pointed readers to http:

//www.stopjenny.comstopjenny.com, a website dedicated to
refuting the arguments of the anti-vax movement and its
spokeswoman. An entire discussion about the credibility
problems in the Us Magazine article was sparked by the
blog post at Bad Astronomy.

This kind of linked discussion on the same topic, partic-
ipated in by many members of the blogging community is
what makes the construction of our corpus possible. The
authors of scientific blogs share a common goal of celebrat-
ing good science while tearing down bad science. They
seek out examples of bad science (and bad science report-
ing) in the mainstream media and on the internet and re-
fute them point-by-point, explaining the logical fallacies and
other common pitfalls. When bad science appears, it is of-
ten surrounded by controversy: global warming denialism,
safety concerns regarding the Large Hadron Collider, and
alternative medicine are often-addressed topics by science
bloggers. Furthermore, the blogs posts are written for a
general audience in an informal, easy-to-understand manner,
instead of the terse, jargon-laden prose common to scientific
publications.

We construct our corpus by forming discussions – collec-
tions of posts from different blogs discussing and organized
around a single topic or article. The structure of the blogs
and the interlinking nature of the blogging community fa-
cilitate this task. Tags in each blog post make it easy to
identify the topic of discussion. Blog posts contain a link to
the source of interest – the original mainstream media news
article, event, or other blog post that inspired authors to re-
spond with their own opinions. Once discussions are formed,
we identify statements of focus – opinions, facts or justifi-
cation pertinent to the topic of discussion – and annotate
the logical relations between them. We describe methods
for automatically expanding the corpus data and identify-
ing candidates for annotation in [25].

5. CONCLUSION AND FUTURE WORKS
In this paper we introduced Statement Map, a project

designed to help users navigate the vast amounts of infor-
mation on the internet and come to informed opinions on
topics of interest, and outlined the development of State-
ment Map generators for Japanese and English. While this
project is still in its early stages, we have a clear grasp of the
problems that need to be solved and are working to further
develop both the Japanese and English resources necessary
to make Statement Map a reality.

14”after therefore because of:” mistaking precedence for
causality
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